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Abstract

The integration of Artificial Intelligence (Al) into healthcare is
driven by digitalization, aiming to enhance early disease diagnosis
and treatment. Effective digital transformation in healthcare relies
on assessing Al's potential and ensuring seamless collaboration
between medical professionals and Al specialists. Clinical
Decision Support Systems (CDSS) are crucial for assisting
healthcare providers with decision-making. This review provides
an overview of Al's role in healthcare, focusing on CDSS, and
addresses epistemic concerns in their development. It highlights
the need for alignment between technology and practitioners,
emphasizing collaboration and cognitive responsibilities in patient
profiling. A comprehensive search in PubMed, Scopus, and
Google Scholar using keywords like Al, CDSS, and Machine
Learning consolidates insights on evaluating Al-enabled CDSS
across design, development, selection, implementation, and
monitoring stages. The review also discusses practical evaluation
approaches, Al performance indicators, and the importance of
explainable CDSS for fostering direct patient connections.

Keywords: Artificial Intelligence (AI), Clinical Decision Support Systems (CDSS), Digitalization in
Healthcare, Medical Diagnostics Epistemic Challenges, Machine Learning Algorithms.

INTRODUCTION

Artificial intelligence (Al) significantly
improves healthcare by easing the workload
on healthcare providers, enhancing decision-
making accuracy, and boosting overall
service efficiency [1]. It is often seen as a
solution to the challenges facing the medical

© 2025 DSR Publishers/The University of Jordan. All Rights Reserved.

sector in the near future. The integration of
Al technologies into healthcare is driven by
the increasing digitalization of society. To
ensure the successful digitalization of both
society and the clinical sector, it is essential
to thoroughly evaluate the potential impacts
on specific practices and individuals early in
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the development process [2]. Protecting core
societal values such as fairness, privacy,
autonomy, and human dignity is crucial. It is
also wvital to equip individuals and
professionals with the skills needed to
manage the new responsibilities and tasks
that come with digital technologies. Our
review focuses on the epistemological
challenges that arise from the development
and use of AI technologies, particularly
clinical decision support systems (CDSS), in
medical screening practices [3]. We explore
CDSS in the knowledge-related roles and
responsibilities of healthcare professionals.
Despite the rapid advancements in CDSS
research, the integration of these
technologies into medical practice is
progressing at a slower pace. Kelly et al.
highlighted that the limited suitability of
randomized controlled trials for -clinical
assessment contributes to this phenomenon
[4]. The criteria used in machine learning
research to evaluate technological accuracy
often do not align with the metrics used in
comprehensive medical assessments, such as
the quality of care provided and patient
outcomes. Greenes et al. provides an in-depth

analysis of the key factors that must be
considered to address the challenges
associated with the adoption of CDSS [5].
These factors include integrating frameworks
into clinical workflows, presenting and using
CDSS outputs for cognitive support,
implementing legal and organizational
systems, evaluating technical quality and
efficiency, and providing cognitive
advancements for healthcare professionals.
Our inquiry delves into the specific impact of
CDSS on the epistemic activities of
healthcare specialists. These professionals
work collaboratively to diagnose patients and
develop treatment plans based on diverse
data from various sources. We outline the
cognitive responsibilities, that medical
practitioners undertake in their clinical duties
and how computer-based systems can
facilitate epistemic tasks while also
highlighting activities that remain within the
human domain [6]. This comprehensive
examination aims to clarify the interplay
between Al technologies and the cognitive
roles of healthcare providers, ultimately
enhancing their ability to deliver effective
patient care was also reviewed fig 1 and 2.
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Figure 2: CDSS and Al in Effective Diagnosis

Search strategy

We conducted a search on
PubMed/MEDLINE for publications
published in English up to March 2024. We
considered all articles using completely
automated methodologies as well as those
utilizing  conventional or  empirical
knowledge modeling techniques, such as
manually produced scores and decision trees.
Our search journals included biology,
healthcare, bioinformatics, and several Al
journals indexed in MEDLINE, including
Artificial Intelligence in Medicine. The
search was then enhanced by examining the
Web of Science (WoS) to locate scientific
research and reviewsnot listed in
MEDLINE, including the Journal of
Artificial Intelligence Research (JAIR) and
the Artificial Intelligence Journal (AlJ). We
also analyzed citations obtained from Ovid’s
Evidence-Based Medicine Reviews and
Inspec bibliographic databases up to January
2024, and conducted a manual search of the
reference lists of included papers and
pertinent reviews. Additional search engines
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(Institute of Medicine, RAND Health,
Agency for Health Care Research and
Quality, Food and Drug Administration) were
also used to extract studies and reviews about
CDSS and its Al effect, chosen based on both
temporal and thematic significance. The key
words for the search have to be sufficiently
wide to capture the greatest number of
relevant articles while yet being precise
enough to minimize false positives.
Appropriate search key words were selected
to include the three elements of interest:
decision support systems, diagnostics, Al in
CDSS, Machine learning in CDSS, and
"challenges in Clinical diagnosis ". In the
PubMed query, Medical Subject Headings
(MeSH) phrases were included with
keywords from titles and abstracts. We
concluded our search by examining the
bibliographies of relevant studies and
identifying "similar articles" recommended
by PubMed. The inquiry further used the
MeSH phrases, “Decision Support Systems,
Clinical” [MeSH] and “Primary Health Care”
[MeSH].



Leveraging Atrtificial Intelligence ...

Narhare et al.

Leveraging CDSS

CDSS are Al-driven solutions designed to
aid medical professionals and patients in
making effective clinical decisions [7]. These
advanced knowledge systems utilize patient
data to provide personalized guidance for
individual cases. CDSS offers various forms
of assistance, including alerts during patient
monitoring, highlighting clinical guidelines
during treatment, detecting drug-drug
interactions, and suggesting potential
diagnoses or treatment plans. CDSS can
perform numerous tasks in diagnosis and
therapy, such as forecasting therapy
outcomes, interpreting medical images (e.g.,
contouring, segmentation, pathology
identification), recommending drug dosages,
and conducting screenings and preventative
measures. Al is used in CDSS to analyze and
evaluate patient information, comparing it
with data stored in the system to make
informed decisions. CDSS are designed to
mimic the reasoning processes of medical
experts, but with increased speed, reduced
susceptibility to human error, and lower
costs. These systems follow standards for
analyzing patient data, configured either by
programmers in rule-based expert systems or
derived from extensive patient data using
statistical Al methods like machine learning
or deep learning algorithms (data-driven
systems) [8]. While CDSS significantly
enhance clinical decision-making, they also
present certain risks. These include
challenges in translating medical knowledge
into data, shifting decision-making authority
from humans to machines, lack of
personalization, and changes in workload
distribution. These risks imply the
importance of understanding CDSS impacts
the cognitive processes involved in
diagnosing and treating patients. Effective
CDSS implementation requires a blend of
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human and Al, leveraging the system's ability
to identify data patterns and trends that may
elude human observations.  Medical
professionals must integrate CDSS outputs
into their clinical reasoning, considering the
patient's diagnosis, individual circumstances,
and hospital conditions. Although CDSS can
provide therapy recommendations based on
evaluations,  clinicians  must  gather,
contextualize, and incorporate various
clinical data and patient information, similar
to evidence-based medicine practices.
Physicians remain ultimately responsible for
clinical decisions, a complex and nuanced
intellectual task. Several recommendations
for doctor-CDSS collaboration include: (a)
CDSS should be based on well-processed,
relevant  information requiring expert
preparation, (b) clinicians should be able to
interact with CDSS, asking questions and
understanding the generated responses, and
(c) there should be a clear empirical
relationship between CDSS data and patient
knowledge. Clinicians must maintain the
intellectual capacity to perform tasks that
CDSS cannot, such as gathering and
contextualizing patient information. The
effective use of CDSS results in hybrid
knowledge, combining cognitive abilities of
both systems. This collaboration, with clear
delineation of roles and responsibilities,
enhances the performance of CDSS in
supporting clinical decisions.

Al-Powered CDSS

There are generally two primary types of
Al applications in CDSS: 'knowledge-based'
Al, which is typically rule-based and relies
on expert frameworks, and 'data-driven' Al.
Since the late 1970s, knowledge-based Al
systems have been employed to mimic
human decision-making, aiming to encode
expert principles and judgment processes into
computer-readable terms. These systems
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essentially act as repositories of 'best-
practice' guidelines, helping to determine the
most appropriate course of action (e.g.,
examination or therapy) for specific patients.
On the other hand, data-driven Al has seen
significant advancements in the last decade,
using statistical machine-learning algorithms
to extract trends from extensive datasets [9].
In supervised ML, CDSS is developed by
providing the system with substantial
information, including patient data tagged
with clinical diagnoses, known as the
'training dataset.' The system learns to
identify patterns within this dataset to predict
outcomes for new cases. Unlike knowledge-
based CDSS, which relies on predefined
rules, data-driven CDSS utilizes case
analogies to make decisions, comparing
outcomes of similar instances. While data-
driven CDSSs can wuncover intricate
correlations within vast datasets, the
decisions they make are not easily justifiable
or explained, raising concerns about their
robustness, comprehensibility, reliability, and
accountability.

Analytical Logic and Pattern Detection
in CDSS Cognitive Functions

Knowledge-based systems can be seen as
repositories of optimal procedures based on
evidence, resembling rules. Automation can
use a patient's key attributes to determine
appropriate rules. Data-driven systems lack
strict rule adherence but have automated
learning. Epistemic activities can be
classified using algorithmic learning,
analyzing input data for patterns and
comparisons [10]. Information is categorized
by human-defined criteria, deducing
additional characteristics. Al excels in
complex computations and simulations,
surpassing human deductive and inductive
reasoning. Al is proficient in pattern
recognition, particularly in medical imaging,
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efficiently identifying diseases. CDSS
utilizing ML algorithms are transforming
clinical decision-making, integrating patient
data for personalized treatment plans. ML
enhances diagnostic accuracy by identifying
subtle patterns in vast datasets, as seen in
breast cancer diagnosis. CDSS can aid
therapeutic decision-making by contrasting
professionals' knowledge with database
insights. Epistemic activities aim to acquire
knowledge for effective management or
engagement with specific phenomena in
professional domains, such as medicine. In
medicine, epistemic activities aim to create
treatments for accurate diagnosis or
interventions for patient health [11]. This
requires cognitive input into CDSS,
evaluating information and assessing results.

Developing Patient Profiles: Epistemic
Tasks for Clinicians

Sophisticated clinical decision-making is
a multifaceted process that demands a high
level of cognitive engagement and
adaptability from healthcare professionals
[12]. Tt involves the intricate interplay of
various forms of reasoning, including
deductive, inductive, and  abductive
reasoning. These reasoning processes are
essential for physicians to navigate the
complex web of information and
uncertainties inherent in clinical practice.
Physicians must constantly infer and confirm
their choices based on the information
available to them. They must consider not
only the presented facts, but also the context
in which those facts exist. This context
includes the patient's medical history,
lifestyle factors, and socio-economic
background, among others [13]. Each piece
of information contributes to the formulation
of a comprehensive understanding of the
patient's condition and informs the decision-
making process. Creative thinking is another
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critical component of sound clinical decision-
making. Physicians often encounter cases
that do not fit into the established diagnostic
categories. In such situations, they must think
creatively to consider alternative
explanations and treatment approaches. This
creative thinking is essential for solving
complex diagnostic puzzles and providing
personalized care to patients [14]. Narrative
techniques are commonly used in clinical
practice to integrate all available data into a
coherent and meaningful story. By
constructing a narration, physicians can
organize information in a way that highlights
relevant details and relationships. This
narrative approach helps physicians make
sense of complex clinical scenarios and
communicate their findings effectively to
other healthcare professionals and patients.
Moreover, clinical decision-making often
involves a process of hypothesis generation
and testing [15]. Physicians formulate
hypotheses based on their initial assessment
of the patient's condition and then gather
additional information to confirm or refute
these hypotheses. This iterative process
requires physicians to remain open-minded
and flexible in their thinking, as new
information may necessitate a reassessment
of their initial hypotheses. Collaboration
among healthcare professionals is also
crucial for effective clinical decision-making.
In complex cases, multiple specialists may
need to work together to develop a
comprehensive  treatment  plan.  This
collaborative approach allows for the
integration of diverse perspectives and
expertise, leading to more informed and
effective decision-making. By leveraging
these abilities, healthcare professionals can
provide the best possible care for their
patients and navigate the complexities of
modern healthcare delivery.
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Accountability in Acquiring Knowledge

High-quality decision-making in the
medical field necessitates a sophisticated and
intricate form of clinical reasoning. This is
essential because physicians are constantly
faced with complex situations where they
must make informed decisions based on the
available information. Various instances of
clinical reasoning can be observed in medical
practice, highlighting the diverse ways in
which physicians analyze and solve problems
[16]. One critical aspect of clinical reasoning
is the ability to infer and confirm choices
while considering the facts. Physicians must
be able to weigh the different pieces of
evidence before them and make decisions
that are in the best interest of their patients.
This process is crucial because a single
consequence may have multiple causes, and
it is up to the physician to determine the most
likely cause based on the available
information. Creative understanding and
sophisticated thinking approaches are also
essential components of sound clinical
decision-making. In addition to algorithmic,
deductive, and rule-based reasoning,
physicians must be able to think outside the
box and consider alternative explanations for
a patient's symptoms. This ability to think
creatively can lead to more accurate
diagnoses and more effective treatment plans.
For example, when trying to arrive at a
potential diagnosis, physicians often rely on
case reports. These reports provide detailed
accounts of individuals or small groups of
patients who exhibit "unexpected" or
"complicated" symptoms. By studying these
cases, physicians can gain insights into rare
or unusual conditions and apply this
knowledge to their own patients. Physicians
also use narrative techniques to help them
make sense of the data they collect. By
organizing the information into a coherent
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narrative, physicians can better understand
the underlying causes of a patient's symptoms
and make more informed decisions about
their care. It is important to note that clinical
decision-making is not just about analyzing
data and making a diagnosis. It also involves
understanding the mechanics behind a
disease and considering the broader context
in which the patient is living. This holistic
approach to decision-making ensures patients
receive the most appropriate care for their
individual needs. Furthermore, clinical
decisions frequently require collaboration
among medical professionals with various
specialties. This interdisciplinary approach
allows for a more comprehensive
understanding of a patient's condition and
ensures that all aspects of their care are taken
into account. Effective collaboration among
specialists requires not only expertise in their
respective fields, but also the ability to
communicate effectively with one another.
This involves being receptive to the opinions
and contemplation of others while also being
able to clearly articulate how they arrived at
their particular interpretation of the data.

Utilizing CDSS to Enhance Clinical
Thought Processes

Developing a diagnosis and treatment plan
is a multifaceted process that requires a
comprehensive investigation overseen by
medical specialists. This procedure involves
a series of steps, starting with gathering
information about the patient's medical
history, conducting a physical examination,
and performing relevant tests and screenings
[17]. Medical experts employ deductive
reasoning during the identification process,
which includes asking pertinent questions
about the patient's symptoms, determining
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which parameters (such as medical data and
other factors) are relevant to the case, and
formulating potential explanations for the
observed symptoms Fig 3. These systems can
provide valuable data about the patient's
medical records, as well as statistical
information regarding illnesses and therapies
used in similar cases. By leveraging this
information, medical professionals can make
more informed decisions about diagnosis and
treatment options. When using a CDSS, the
system generates recommendations based on
the patient's data input. However, the ultimate
responsibility for decision-making lies with
the clinical expert, who must formulate
relevant queries and evaluate the responses.
The standards used by a CDSS to evaluate
responses may differ from those used by

medical professionals. CDSS typically
employ epistemological standards such as
statistics and  technological precision,

whereas physicians must consider a broader
range of epistemic standards, including
sufficiency, credibility, coherency, and
comprehensibility, as well as practical
standards to assess the significance and
applicability of the information in the given
clinical context. Physicians are not only
responsible for making accurate diagnoses
and choosing appropriate treatment options,
but also for ensuring that their decisions are
ethically sound and in the best interest of their
patients. This process involves weighing the
available evidence, considering the patient's
preferences and values, and being aware of
potential biases that may influence decision-
making. Physicians must also remain up-to-
date with the latest medical research and
guidelines to provide the best possible care
for their patients.
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CDSS In Clinical

thinking

Figure 3: CDSS in clinical thinking

Expert Involvement in Developing
CDSS

Clinical Decision Support Systems
(CDSS) are invaluable tools, but the expertise
of physicians in diagnosing and treating
patients remains paramount. Collaboration
between clinical and Al specialists is crucial
in developing effective CDSS. The process
involves three critical stages: input,
processing, and output, with human intellect
playing a vital role in each phase. In the input
stage, the CDSS relies on current medical
knowledge and available data. Clinical
specialists' input is crucial for determining
the relevance and accuracy of information.
For data-driven CDSS, reliable labeled data
are needed for training, while relevant,
reliable, and unlabeled data help identify
patterns and correlations. Machine learning
(ML) is integral to CDSS development, with
supervised learning ensuring statistical
accuracy and unsupervised learning
identifying significant relationships in data
[18]. Clinical specialists' expertise is
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essential in selecting relevant data sets and
determining appropriate labeling and
classifications. Collaboration between Al and
clinical specialists is essential throughout the
development process. While Al specialists
are responsible for planning, creating, and
applying the Al procedures, clinical
specialists provide the necessary expertise in
clinical data and ensure the final model's
relevance and reliability 19. The output of the
development process is a CDSS model,
which must be validated by human specialists
before implementation. Accurate models are
crucial for establishing connections in
labeled data and identifying relationships in
unlabeled data. Medical professionals,
working alongside Al specialists, must assess
the final model's relevance and dependability
to ensure its effectiveness in clinical practice.

Enhancing Clinician Interaction with
Transparent Clinical Decision Support
Systems

CDSS plays a critical role in modern
healthcare by assisting clinicians in making
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informed decisions about patient care [20].
These systems must be designed to allow
doctors to assess the responses for
correctness and applicability to individual

patients. However, one of the most
significant criticisms of Al in therapeutic
settings is its lack of transparency,

particularly in its algorithms. The "black-
box" nature of Al, where it determines results
from provided data without clear
explanation, makes it challenging for
physicians to assess the correctness and
significance of the results. This opacity of
CDSS contradicts therapists' ethical and
epistemological duties to their patients, as it
hinders their ability to fully understand and
validate the decisions made by these systems
[21]. In Europe, the "Declaration of
Barcelona for the Appropriate Development
of AI" highlights concern about the use of Al
in healthcare. It emphasizes that judgments
made by Al through algorithmic learning are
often incorrect due to the opaque nature of the
algorithms, leading to potential biases and
prejudices. Therefore, there is a growing call
for Al systems to provide justifications for
their decisions in a language that is
understandable to everyone, allowing for
informed challenges to be made against these
decisions. Explainable AI (XAI) is a concept
that advocates for Al systems to be designed
in a way that their decision-making process
can be explained to humans. This approach
aims to make the reasoning behind Al
decisions more transparent and
understandable, especially in critical domains
such as healthcare. However, implementing
XAI in CDSS may come with challenges, as
it could limit the complexity of the
algorithms and potentially negate the
advantages of using Al in healthcare settings.
Despite these challenges, understanding key
aspects of Al algorithms is crucial for
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clinicians to make informed decisions. They
need to understand which features the
algorithm considers essential and the relative
importance of each aspect. This knowledge
enables clinicians to determine if the
characteristics identified by the CDSS, such
as artifacts in medical images or faulty
measurements, are meaningful and relevant
to the patient's care. In an ideal scenario,
clinicians should be able to provide feedback
to the system based on their experience and
expertise, allowing the algorithm to learn and
improve its predictions over time. This
iterative process of feedback and learning can
enhance the accuracy and reliability of
CDSS, ultimately improving patient
outcomes. Moreover, employing an
understandable Al algorithm can also help
clinicians clarify their thought processes. By
understanding the criteria used by the
algorithm, clinicians can articulate and
defend their decisions more effectively. This
not only improves the quality of care, but also
enhances the patient-physician dialogue, as
patients are empowered to participate in the
decision-making  process about their
healthcare. While the implementation of
Explainable AI in CDSS may present
challenges, it has the potential to significantly
improve the transparency, accuracy, and
effectiveness of Al in healthcare. By making
Al algorithms more understandable and
transparent, clinicians can make more
informed decisions, leading to better patient
outcomes and a more collaborative approach
to healthcare decision-making.

Tailoring CDSS to Individual Patient
Characteristics

The effectiveness of machine learning
(ML) techniques in enhancing understanding
is occasionally hindered by their complexity
or opacity [22]. Algorithms should aid users
(e.g., scientists, medical professionals) in
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grasping relevant conditions, aligning
algorithmic  components with  actual
phenomena to reduce uncertainty. For
instance, an ML algorithm categorizing
cutaneous melanoma instances can assist
medical professionals in understanding
treatment relevance by linking lesion
appearance to potential treatments [23]. This
connection bridges Al-predicted treatments
with skin lesion characteristics, aiding
physicians in answering treatment-related
questions. Transparency in algorithms is

crucial; understanding their assessment
processes enhances comprehension.
Employing complex yet transparent

algorithms is feasible, provided there is
clarity in discovering data patterns. To ensure
an algorithm detects illnesses accurately, it is
vital to verify that it identifies actual
distinction makers and not substitutes,
requiring an understanding of particular
datasets. In CDSS, Al revolutionizes rare
cancer diagnosis and treatment by
uncovering imperceptible patterns in vast
datasets, empowering oncologists with
comprehensive  insights  for  accurate
diagnosis and tailored treatment plans. CDSS
amalgamates patient data, medical literature,
and case studies, offering personalized care
pathways, especially beneficial for rare
cancers with unique characteristics and
limited treatment data, significantly
improving patient outcomes.

However, the application of ML and Al in
healthcare raises ethical and practical
concerns. One major issue is the potential for
algorithmic bias, where the algorithms may
reflect or reinforce existing biases in the data
used to train them. This can lead to unfair
treatment of certain groups or individuals,
particularly in sensitive areas such as
healthcare. To address this, it is essential to
carefully consider the data used to train Al
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systems and to regularly audit them for bias.
Moreover, there are concerns about the
impact of Al on the role of healthcare
professionals. While AI can enhance
decision-making and improve efficiency,
there are fears that it could lead to job
displacement or de-skilling of healthcare
workers. To mitigate these risks, it is
important to involve healthcare professionals
in the development and implementation of Al
systems, ensuring that they are seen as tools
to augment rather than replace human
expertise. Another challenge is the need for
Al systems to be transparent and
interpretable. In healthcare, it is critical for
clinicians to understand how Al systems
arrive at their recommendations or decisions,
especially when they have a direct impact on
patient care [24]. This requires Al systems to
be designed in a way that is understandable
to humans, with clear explanations provided
for their outputs. Despite these challenges,
the potential benefits of Al in healthcare are
substantial [25]. By harnessing the power of
Al, we can improve diagnostic accuracy,
personalize treatment plans, and ultimately
improve patient outcomes. However, to
realize these benefits, we must address the
ethical, practical, and technical challenges
associated with the use of Al in healthcare.
Combining Clinical Expertise and
CDSS: A Hybrid Intelligence Approach
Clinical decision-making is a multifaceted
process that involves intricate cognitive
mechanisms. CDSS have the potential to
augment this process by providing assistance
in reasoning, under the condition that the
system is reliable, its outcomes are
understandable and relevant, and it can
establish evidence-based connections with
the patient's condition [26]. A hybrid
cognitive approach can be achieved by
integrating human intelligence with the Al of
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a CDSS, as long as specific criteria are met.
For this to be effective, CDSS must be
capable of performing highly standardized
and trainable tasks. One of the key strengths
of CDSS lies in its ability to identify
similarities in data that are imperceptible to
humans, allowing for accurate classification
and analysis. CDSS can process vast amounts
of data, enabling it to detect patterns and
correlations among rare instances or patient
subgroups. However, to harness the full
potential of CDSS, clinicians must utilize the
system's findings in their medical reasoning
process. This involves formulating educated
hypotheses about the underlying causes of a
patient's symptoms and selecting appropriate
tests to confirm or refute these hypotheses.
Clinicians also play a crucial role in feeding
relevant data into the CDSS and ensuring that
the system's recommendations are applied in
a clinically meaningful way [27]. They must
be able to analyze, integrate, and
contextualize the information provided by the
CDSS, incorporating it into their decision-
making process. Clinicians must collaborate
closely with CDSS developers to ensure that
the system is designed to address pertinent
clinical questions and that the data used for
training 1is appropriate for the patient

population.

Furthermore, CDSS must be able to
provide explanations for its
recommendations, enabling clinicians to

assess the credibility and relevance of the
advice given [28]. This requires the system to
not only provide the recommendation itself,
but also to explain the rationale behind it,
including the factors that influenced the
recommendation. This transparency is
essential for clinicians to trust and effectively
use the CDSS in their decision-making
process. Medical professionals must also
acquire new skills to effectively utilize CDSS
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in clinical practice. This includes the ability
to create an empirical link between the CDSS
model and the individual patient, as well as
the skills needed to interpret and apply the
CDSS's recommendations in a clinical
setting. CDSS must be rigorously evaluated
to ensure that their performance is on par with
or superior to that of human clinicians,
providing clinicians with the confidence to
rely on the system's recommendations. CDSS
has the potential to significantly enhance
healthcare by improving the precision,
consistency, and efficiency of clinical
decision-making. However, for this potential
to be realized, clinicians and developers must
work together to integrate artificial and
human intelligence effectively. This requires
CDSS to be designed and trained in a way
that supports medical reasoning and provides
clinicians with the necessary tools and
information to make informed decisions.

Autonomy of Al integration in CDSS

Autonomous Al in Clinical Decision
Support  Systems  (CDSS)  operates
independently of direct human intervention
to achieve goals or solve problems while
maintaining the autonomy and expertise of
clinicians.  This  capability  involves
anticipating potential outcomes, predicting
possible issues, and setting actions that
minimize risks and enhance factors like
speed and reliability, all within defined
constraints. The autonomy of Al integration
in Clinical Decision Support Systems
(CDSS) represents a significant shift in
healthcare. Autonomous Al can
independently analyze patient data, suggest
diagnoses, and recommend treatments with
minimal human intervention. This can
streamline workflows and enhance decision-
making efficiency.

However, ensuring Al autonomy requires
careful calibration to align with clinical
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guidelines and ethical standards. Challenges
include maintaining accuracy, addressing
potential biases, and ensuring the AI’s
decisions are transparent and understandable.
Balancing autonomy with oversight is crucial
to integrate Al effectively into CDSS,
ensuring it supports healthcare professionals
while safeguarding patient care and ethical
standards. Autonomous Al in Clinical
Decision Support Systems (CDSS) involves
several key components maintaining the
autonomy and expertise of clinicians and
ensure effective integration and functionality.
Data collection gathers comprehensive
patient information from various sources
such as electronic health records (EHRS),
diagnostic imaging, and real-time monitoring
systems. This data is then subjected to data
integration, where diverse data types are
combined into a unified and coherent model,
addressing issues of data inconsistency and
incompleteness. The analysis phase
interprets this integrated data to identify
relevant patterns and potential health issues.
Subsequently, decision support uses these
insights to generate actionable
recommendations  for  diagnosis  and
treatment, incorporating additional context
from clinical guidelines and patient history.
Finally,  action  execution  involves
implementing the AI’s recommendations
within clinical workflows, ensuring practical
and protocol-compliant outcomes [29, 30].
This process is dynamic, with continuous
feedback loops that refine data integration,
analysis, and decision-making, enhancing the
overall effectiveness of the CDSS.

Al models for clinical decision-making
in practice

ChatGPT, is a revolutionary tool for
enhancing Clinical Decision  Support
Systems (CDSS). It has been recognized as
highly effective in  assisting with

254

comprehensive literature reviews and
automating tasks like generating computer
code, allowing clinicians and researchers to
focus on more complex tasks such as
experimental design. Wang et al. [31].
demonstrated ChatGPT’s potential for
generating precise queries in systematic
reviews, though transparency and high-recall
limitations remain. ChatGPT improves
clarity in communicating research findings,
streamlining the publication process, and
making clinical insights available more
quickly for decision support [32]. This Al
plays a transformative role in Clinical
Decision Support Systems (CDSS) by
enhancing real-time decision-making [33],
diagnosis, and treatment recommendations.
Al can analyze vast amounts of patient data,
medical records, and research literature to
assist clinicians in identifying patterns,
suggesting  diagnoses, and proposing
treatment options. ChatGPT can facilitate
patient-clinician interactions, clarify
complex medical information, and provide
quick access to medical guidelines [34]. Al
improves accuracy in diagnosis, reduces
errors, and supports personalized medicine
by integrating patient-specific data. Overall,
Al and ChatGPT enable more informed,
efficient, and precise healthcare delivery in
clinical settings.

While ChatGPT offers many advantages
for scientific research and academic writing,
several limitations must be considered to
maintain the quality of research. One key
concern is the potential for generating
superficial, inaccurate, or incorrect content,
which can compromise the integrity of
scientific work [35-37]. Ethical issues,
including bias from training datasets and
risks of plagiarism, are frequently
highlighted, alongside the lack of
transparency in content generation, leading to
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ChatGPT being described as "black box"
technology [38]. The concept of "ChatGPT
hallucination," where plausible but incorrect
content is produced, presents significant risks
if not carefully reviewed by researchers and
healthcare = providers  [39].  Citation
inaccuracies, insufficient references, and
even referencing non-existent sources have
been documented in recent case studies,
raising concerns about its use for generating

scientifically = accurate = and  current
information. Researchers must meticulously
supervise =~ ChatGPT-generated  content,

especially when dealing with over-detailed or
excessive information [40]. Proper prompt
construction is essential to guide the model's
output, as varied responses can result from
subtle differences in input. Moreover,
ChatGPT’s knowledge is limited to data prior
to 2021, making it unreliable for providing
updated information [41]. Although it can
assist in organizing literature, it must be
supplemented with reliable and current
sources. Legal issues, including copyright
concerns, have also been raised, and current
ICMIJE and COPE guidelines do not support
listing ChatGPT as an author, as it cannot
meet the legal and ethical obligations
associated with authorship.

Bias in Al — CDSS

Bias in Al-driven Clinical Decision
Support Systems (CDSS) occurs when
algorithms reflect or amplify existing
inequities in healthcare data. For instance, if
training data lacks diversity or is skewed
towards certain demographics, the Al may
provide less accurate or equitable
recommendations  for  underrepresented
groups. Bias can result from historical
healthcare disparities or imbalanced data,
leading to unequal treatment outcomes.
Additionally, the opaque nature of some Al
models complicates the identification and
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correction of biases. To address these issues,
it is essential to use diverse data, implement
fairness-aware algorithms, and regularly
audit and test Al systems for equitable
performance across different patient groups.
The challenge of defining fairness in Al is
highlighted by a consumer study showing
that only 11% of image search results for
"CEO" were female, despite women
comprising 20% of CEOs in the U.S [42,43].
This discrepancy raises questions about
whether the algorithms are biased or merely
reflecting  existing data  inequalities.
Systematic inequities embedded in societies
and health systems complicate the creation of
a universal fairness standard. Al algorithms
are trained on data reflecting the current
world, necessitating careful stewardship, yet
there is no widely accepted quantitative
metric for fairness, making evaluations
largely qualitative and subject to evaluators'
biases. Health systems differ significantly in
design, objectives, and demographics, and Al
models often lack data reflecting this
diversity, leading to underrepresentation and
imprecise predictions for some groups.
Finally, deep learning's "black-box" nature,
where complex data transformations and
multiple layers of processing obscure how
outcomes are derived, creates challenges in
understanding and trusting algorithmic
decisions, despite their powerful results.
Strategies to prevent bias in AI - CDSS
To prevent bias in Al-driven Clinical
Decision Support Systems (CDSS), it is
crucial to adopt a multifaceted approach. This
includes ensuring diverse data collection to
represent various demographic groups,
utilizing fairness-aware algorithms that
detect and mitigate biases, and maintaining
transparency in the AI model’s decision-
making processes. Regular audits and
performance  testing across  different
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populations are essential to identify and
address disparities. Additionally, involving
multidisciplinary teams, including ethicists
and healthcare experts, in the design and
oversight of Al systems helps to spot and
rectify potential biases, ensuring that the
CDSS delivers equitable and effective
healthcare solutions.

Explainable artificial intelligence (XAI)
in clinical settings and its challenges

Explainable Artificial Intelligence (XAI)
has been implemented in clinical settings to
enhance the transparency and interpretability
of Al-driven decisions, making it easier for
healthcare professionals to understand and
trust Al recommendations. XAl aims to
demystify complex models, improving
patient safety and adherence to medical
guidelines. However, challenges remain in
ensuring transparency, such as balancing the
trade-off between model accuracy and
explain ability, dealing with the "black box"
nature of certain algorithms, and maintaining
patient data privacy. Additionally, integrating
XAl into clinical workflows requires training
healthcare professionals to interpret and act
on Al insights effectively. In recent years,
Explainable AI (XAI) has gained significant
attention for improving how predictive
modeling results are presented and fostering
better communication between humans and
Al systems. Al systems must include
explanation models to convey their internal
decisions, behaviors, and actions to users
[44]. Effective explanations involve both
cognitive and social processes. Healthcare
professionals need to understand how Al
algorithms reach decisions in different
scenarios, facilitated by question-answering,
case analysis, examples, and data
visualization. Liao et al. developed an XAI
question bank by interviewing UX and
design practitioners working on Al systems
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[45]. This bank includes 10 key types of
questions: input/data, output, performance,
how, why, why not, what if, how to be that,
how to still be this, and others. The first four
types of questions address the Al system's
initial stage, including the dataset, sample

size, variables, and predictions. The
remaining six  questions focus on
understanding Al behavior in specific

scenarios. "Why" questions explore the
rationale behind a prediction, while "why
not" questions address why certain
predictions were not made. "What if"

questions help wusers understand how
predictions might change if input conditions
were altered. Without transparency, gaining
the trust of healthcare professionals and
integrating predictive models into daily
operations is challenging. XAl is crucial for

answering  information-based  questions
about input, output, performance, and
processes, as well as instance-based

clarification through "why" and "what if"
scenarios [46]. Allowing users to create
instances and explore Al decisions enhances
transparency, enabling healthcare institutions
to confidently adopt predictive models in
their operations.

Over-reliance on Al

Over-reliance on Al in Clinical Decision
Support Systems (CDSS) poses significant
risks, including reduced clinical judgment,
errors from incorrect Al recommendations,
and potential biases in algorithms. Clinicians
may become overly dependent on Al outputs,
leading to diminished critical thinking and a
failure to question automated decisions.
Furthermore, Al systems trained on
incomplete or biased datasets can perpetuate
disparities in healthcare, impacting diagnosis
and treatment accuracy. In cases where Al
lacks transparency, it becomes difficult to
identify errors or limitations, potentially
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compromising patient outcomes. Therefore,
careful oversight and human intervention are
essential to mitigate these risks in CDSS. The
black-box nature of certain Al algorithms,
learning processes, and natural language
processing systems significantly contributes
to automation bias and over reliance.
Physicians or users of Al-driven Clinical
Decision Support Systems (CDSS) may
struggle to validate outputs due to a lack of
understanding of the underlying mechanisms.
The increasing complexity of interpreting
these algorithms, including their learning
processes and the validity of their outputs,
poses considerable challenges. Al developers
recognize that the intricate nature of these
systems often reduces transparency and
understanding, leading to over trust in their
performance. Despite the high accuracy and
efficiency of Al-based CDSSs, issues arise
when algorithms are trained on flawed or
incomplete data, affecting their reliability. For
instance, research Dby Larrazabal et al.
highlighted that a machine learning model for
image diagnosis performed poorly on
underrepresented genders due to insufficient
data [47]. Similarly, Obermeyer et al. found
that an algorithm predicting healthcare needs
underestimated the requirements of black
patients compared to white patients with
similar risk scores, leading to a significant
disparity in care [48]. Excessive reliance on
Al can limit physicians' exposure to diverse
cases, reducing their practical experience and
potentially eroding their clinical skills over
time [49]. As physicians depend more on
automated systems, their proficiency with
complex, nuanced cases may decline,
impacting overall healthcare competence. In
CDSS applications, machine learning (ML)
and deep learning (DL) models require
extensive datasets for training and rely on
human input for ongoing refinement.
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Automation bias, driven Dby increasing
dependence on Al outputs, may lead to a
decrease in the amount of data reviewed by
physicians, which is crucial for model
improvement. This reliance on Al systems
may create a cycle where clinicians engage
less in hands-on training, potentially
compromising the quality and effectiveness of
Al algorithms over time. over-reliance on Al
in CDSS can undermine clinical skills, reduce
data validation, and perpetuate inaccuracies
due to flawed training data. Ensuring
transparency, maintaining human oversight,
and balancing Al use with direct clinical
experience are essential to mitigate these risks
and enhance overall healthcare effectiveness.

CONCLUSION

The integration of AI and CDSS into
healthcare has the potential to revolutionize
clinical practice by enhancing decision-
making processes, improving efficiency, and
ultimately improving patient outcomes.
However, several challenges need to be
addressed to maximize the benefits of Al in
healthcare. These include ensuring the
transparency and interpretability of Al
algorithms, mitigating the risk of algorithmic
bias, and effectively integrating Al into
clinical workflows. To achieve these goals, it
is essential to foster collaboration between Al
specialists and healthcare professionals,
ensuring that Al systems are developed and
implemented in a way that complements and
enhances human expertise. Ongoing research
and evaluation are needed to assess the
impact of Al on clinical practice and patient
care continually. By leveraging the strengths
of Al and human intelligence in a
collaborative and transparent manner, we can
harness the full potential of Al in healthcare
and improve the quality and efficiency of
patient care.
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