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Abstract
Background and aim: Conversational artificial intelligence (Al) can streamline healthcare by offering instant
and personalized patient interactions, answering queries, and providing general medical information. Its ability
for early disease detection and treatment planning may improve patient outcomes. We aimed to investigate the
utility of conversational Al models in addressing diagnostic challenges and treatment recommendations for
common dermatological ailments.
Methods: A dataset comprising 22 case vignettes of dermatological conditions was compiled, each case
accompanied by three specific queries. These case vignettes were presented to four distinct conversational Al
models - ChatGPT 3.5, Google Gemini, Microsoft Copilot (GPT 4), and Perplexity.ai and responses were saved.
To assess clinical appropriateness and accuracy, two expert dermatologists independently evaluated the responses
of the Al systems using a 5-point Likert scale ranging from highly accurate (= 5) to inaccurate (= 1).
Results: The average score of ChatGPT was 4.1£0.61, Gemini was 3.86+0.88, Copilot was 4.51+0.33, and
Perplexity was 4.14+0.64, P=0.01. The high difference in score was for Gemini vs. Copilot (Cohen’s d = 0.98),
ChatGPT vs. Copilot (Cohen’s d = 0.83), and Copilot vs. Perplexity (Cohen’s d = 0.75). All of the chat bot’s
scores were similar to 80% accuracy (one sample t-test with a hypothetical value of 4) except Copilot which
showed an accuracy of nearly 90%.
Conclusion: This study highlights Al chatbots' potential in dermatological healthcare for patient education.
However, findings underscore their limitations in accurate disease diagnosis. The programs may be used as a
supplementary resource rather than primary diagnostic tools.
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INTRODUCTION progression, alleviate discomfort, and mitigate

Dermatological diseases encompass a broad
spectrum of conditions, ranging from mild irritations
to severe disorders, affecting individuals across all
age groups and demographics. Accurate diagnosis
and timely treatment are crucial to prevent disease
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cosmetic and psychological impacts. [1] However,
dermatological diagnosis often poses challenges due
to the visual nature of skin conditions, variations in
presentations, and the shortage of dermatology
specialists in certain regions. These challenges may
deprive many patients in obtaining healthcare or
relevant information for their diseases. [2,3]
Advancements in artificial intelligence (Al) have
revolutionized  various industries including
healthcare. One intriguing application is the
integration of Al-powered conversational agents
into medical diagnosis and treatment. [4]
Dermatological diseases, being among the most
prevalent health concerns globally, present a unique
opportunity for the implementation of such
technology. [5] The utilization of conversational Al
in diagnosing and solving cases of common
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dermatological conditions has not been explored
extensively. [6]

The ability of Al systems to comprehend and
generate human language facilitates seamless
interaction between technology and users, enabling
the delivery of medical assistance through natural
conversations. [7] Integrating those programs into
dermatological diagnosis holds  potential
advantages, such as enabling patients to describe
their symptoms in a familiar manner. Moreover,
these systems have the capacity to analyze a vast
database of medical literature that helps in aiding
diagnosis and treatment recommendations. [8-10]

Various Al Chabot like ChatGPT-3.5, Google
Gemini, Microsoft Copilot (GPT-4, customized),
Perplexity, and others may provide different output
to a same question due to their variations in
underlying architecture, domain-specific fine-
tuning, and intended application. [11-13] A recent
article by Sallam et al. emphasized the need to

evaluate the large language model (LLM) like
ChatGPT in healthcare for better decision-making
regarding the use of LLM in various domains of
healthcare. [14]

With this background, this study aimed to
explore the current landscape of Al Chatbot in
solving cases of common dermatological diseases.
By examining the capability, this paper seeks to
highlight the potential benefits and challenges
associated with integrating Al Chatbot into
dermatological practice.

MATERIALS AND METHOD

Study Type and Settings

This study was a cross-sectional study. The
research was conducted on the World Wide Web.
The study's objective was to analyze the
performance of Al chatbots in solving
dermatological cases. The study is compliant to
METRICS and the details are available in Table
1.[15]

Table 1: Compliance to METRICS guidelines

Attribute

Details

Model and settings

ChatGPT 3.5 (free research version), Google Gemini, Microsoft Copilot (Precise
search; GPT4), and Perplexity. The chatbots were accessed from personal
computer connected to home broadband internet connection. The data collection
spanned from 5 to 10 December, 2023.

Evaluation approach

The responses of LLMs were rated by two expert raters on an objective scale as
shown in Table 2.

Time of testing

The tests were conducted during 5 — 10 December, 2023.

Transparency of
data source

The cases were prepared by two dermatologists and can be obtained from the
corresponding author for research purpose.

Range of tested The topics are related to common dermatological diseases encountered in tertiary
topics care hospitals.

Randomization of The queries were randomly asked to the LLMs with a freshly initiated chat.
queries

Individual The raters were blinded regarding the name of the LLM they are rating and
factor/interrater interrater reliability has been calculated by intraclass correlation coefficient
reliability

Count of queries A total of 22 common dermatological cases were asked to each LLM

Specificity of The prompt was structured to define role of the LLM, specific task allocation, the
prompts details of the case, and the questions to answer as shown in Figure 1. The first

response was considered final and we did not use “regeneration” function.

METRICS guidelines can be obtained from DOI: 10.2196/54704 [15]

Chatbot selection

We have taken the large language model
generative artificial intelligence chatbots for this
study. Only free (accessible to any users) were
selected. With reference to previously published
articles on similar topics in other subjects, four
freely available Al chatbots were tested — ChatGPT
3.5 (free research version), Google Gemini,
Microsoft Copilot (Precise search; GPT4), and
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Perplexity. Henceforth in the manuscript, they are
called ChatGPT, Gemini, Copilot, and Perplexity,
respectively. The study was conducted in December
2023 on the World Wide Web accessed on a
personal computer (ASUS VivoBook Max X541N)
connected with a personal 150 Mbps broadband
internet connection.

Dermatology cases

For comparing the score of the four groups by
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ANOVA, with a significance level of 0.05, power
0.9, and effect size 0.5, the sample size is 16 in each
group. However, we aimed to include more than this
minimum sample size. A dataset comprising 22
common dermatology cases was compiled, each
accompanied by three standardized questions
pertaining to the patient's symptoms, medical
history, and potential diagnosis. The cases spanned

a range of dermatological conditions, including
eczema, acne, psoriasis, and fungal infections,
ensuring a diverse representation of cases
encountered in clinical practice. The questions were
validated and wused in undergraduate and
postgraduate medical examinations as case
vignettes. A sample case and related prompts to the
chatbots are presented in Figure 1.

Act like a dermatologist and analyze the following case and

answer the questions:

A 6-year-old child presents with red, itchy, and scaly patches on
the flexor surfaces of both arms and legs. The child has a family
history of allergies and asthma. Considering the

Questions:

1)What is the most likely diagnosis for this patient based on the
presentation and family history?

2) What are the typical treatment options for this dermatological
condition?

3)What lifestyle modifications can be recommended to manage

this condition effectively?

[ | Role [l Task [l Case [[] Question

Figure 1: Example of a case and associated questions along with role definition and specification of task

Data Collection

The dermatology cases and associated questions
were asked to each of the four Al chatbots. The outputs
generated by the chatbots in response to the questions
were captured and recorded for further analysis.

Clinical Accuracy Assessment

To evaluate the clinical accuracy of the Al-
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generated responses, a panel of two experienced
dermatologists recruited according to convenience
(having >5 years’ experience after obtaining a post-
graduation degree) independently reviewed and
assessed the responses for each case. They used the
rating scale presented in Table 2 to provide scores
for each question of cases. [16]



Chatbots in Solving Dermatological Cases

Indrasish Podder et al.

Table 2: Scale for scoring artificial intelligence-generated contents for clinical and educational purposes

Score Level Analysis

5 Highly Thoroughly accurate, aligning perfectly with clinical knowledge and best
accurate practices

4 Moderately Mostly accurate, with only minor discrepancies that do not significantly impact
accurate its clinical reliability

3 Somewhat Several inaccuracies that may require clarification or verification by a medical
accurate professional

2 Slightly Noticeable inaccuracies and its clinical reliability is questionable without
accurate substantial correction

1 Inaccurate Fundamentally incorrect and could pose serious risks to patient care if relied

upon without thorough review and correction
Adapted from Kumari et al. (23

Statistical Analysis

Descriptive statistics were used to summarize the
clinical accuracy ratings of the Al-generated responses.
The mean score among four Al chatbots was compared
by ANOVA with a post-hoc test. The result is
presented with effect size. Additionally, the inter-rater
reliability coefficient was computed to determine the
agreement between the dermatologists’ assessments.
GraphPad Prism 9.5.0 was used to analyze the data
statistically. A p-value <0.05 was considered
statistically significant.

Ethical Considerations

Ethical approval for the study was not necessary

according to prevalent guidelines. No patient’s data
were used in the study.

RESULT

The accuracy scores of four Al-based chatbot-
generated answers across 22 case vignettes are
presented in Table 3. Two raters evaluated the
answers provided by ChatGPT, Gemini, Copilot,
and Perplexity. The overall score suggests that the
score across the program is significantly different (P
= 0.01). In post hoc analysis, the score of ChatGPT
vs. Copilot and Gemini vs. Copilot was found to be
significantly different. The highest score was for
Copilot and the lowest was for Gemini.

Table 3: Accuracy score of four artificial intelligence-based chatbot generated answers to 22 case vighettes

ChatGPT | Gemini Copilot | Perplexity P, post hoc significant pair
Rater 1 | 3.91+0.86 | 3.58+0.97 | 4.15+0.66 | 3.76+0.85 | 0.08
Rater 2 | 4.29+0.55 | 4.14+0.91 | 4.86+0.22 | 4.52+0.56 | 0.006*, ChatGPT vs. Copilot, Gemini vs.
Copilot
Overall | 4.1+0.61 | 3.86+0.88 | 4.51+0.33 | 4.14+0.64 | 0.01* ChatGPT vs. Copilot, Gemini vs. Copilot

*Statistically significant P value of repeated measure ANOVA

The differences in accuracy between the content
generated by the four chatbots were assessed using
Cohen's d effect size and are shown in Table 4. The

accuracy gap was highest between Gemini vs.
Copilot followed by ChatGPT vs. Copilot. The
lowest difference was for ChatGPT vs. Perplexity.

Table 4: Effect size of difference between the accuracy of content generated by four chatbots

Pair Cohen’s d

ChatGPT vs. Gemini 0.31

ChatGPT vs. Copilot 0.83

ChatGPT vs. Perplexity 0.06

Gemini vs. Copilot 0.98

Gemini vs. Perplexity 0.37

Copilot vs. Perplexity 0.75

Interpretation of effect size: small effect size, d = 0.2 to 0.51, medium effect size, d = 0.51 to 0.8, and
large effect size, d > 0.81 Adapted from Lakens 21
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We conducted a one-sample t-test to check the
difference from the highest achievable score of 5.
All the programs showed significantly lower scores
as shown in Table 5. When we tested the score again

a hypothetical value of 4, we found all of them had
a similar score of 4 except the score of Copilot which
is similar to 4.5 (discrepancy = 0.007576, 95% CI =
-0.1375 t0 0.1527, p = 0.9146).

Table 5: Discrepancy of scores of four artificial intelligence-based chatbot generated answers with
hypothetical values

ChatGPT Gemini Copilot Perplexity
Hypothetical 5 | Discrepancy | -0.9015 -1.144 -0.4924 -0.8636
95% ClI -1.174 1o - -1.532to - -0.6375t0 - -1.136 to -
0.6291 0.7554 0.3473 0.5913
P <0.0001* <0.0001* <0.0001* <0.0001*
Hypothetical 4 | Discrepancy | 0.09848 -0.1439 0.5076 0.1364
95% Cl -0.1739 to -0.5325 to 0.3625 to -0.1360 to
0.3709 0.2446 0.6527 0.4087
P 0.46 0.45 <0.0001* 0.31
*Statistically significant P value of one-sample t-test

On average, the Gemini showed the highest level
of ICC in score among the questions, followed by

Perplexity and ChatGPT. The Copilot showed the
lowest level among all (Table 6).

Table 6: Relationship of score of three answers to the questions asked about the case

Rater Statistics ChatGPT Gemini Copilot Perplexity
Rater 1 ICC 0.696 0.741 0.668 0.751
95% ClI 0.382t00.864 | 0.473t00.884 | 0.325100.85 0.494 to 0.889
P 0.001* <0.0001* 0.001* <0.0001*
Rater 2 ICC 0.424 0.76 0.468 0.638
95% ClI -0.171t00.743 | 0.5131t0 0.893 | -0.281t0 0.779 | 0.263 to 0.838
P 0.063 <0.0001* 0.078 0.003*
Overall ICC 0.539 0.77 0.551 0.712
95% ClI 0.171t00.818 | 0.5321t0 0.897 | 0.087t0 0.799 | 0.414t00.871
P 0.007 <0.0001 0.014 <0.0001
>0.5 = poor reliability, 0.5 to 0.75 = moderately reliability, 0.76 to 0.9 = good reliability, and >0.91 =
excellent reliability Adapted from Bobak et al.?

When we compared the raters, we found an
average measure ICC = 0.707, 95% CI = 0.552 to
0.808, P <0.0001 that corresponds to a moderate
level of reliability.

DISCUSSION

The varying levels of accuracy scores seem to
highlight the supremacy of Copilot, which garnered
the highest score, in contrast to Gemini, which
received the lowest. The underlying reasons behind
these discrepancies could stem from the specific
algorithms, training data, and linguistic nuances
employed by each chatbot, contributing to
differential performance across the case vignettes.
[17,18] The most substantial difference in accuracy
was detected between Gemini and Copilot.
Conversely, the smallest disparity in accuracy was
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observed between ChatGPT and Perplexity,
suggesting a relatively more aligned performance
between these two chatbots.

All the chatbot programs exhibited scores
significantly below the maximum value. When the
scores were compared against a hypothetical value
of 4, all chatbots, except for Copilot, yielded similar
scores of 4. Copilot's score was similar at around 4.5.
This analysis underscores the variability in the
accuracy levels of chatbot-generated responses.
Hence, all of them had an accuracy level above 80%
but below 100%. In the context of diagnosing
dermatological diseases, this level of accuracy may
be helpful for getting relatively accurate
information. Al-powered chatbots have the potential
to offer valuable assistance to patients in
dermatological healthcare. They provide accessible
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and prompt information, enabling individuals to
gather preliminary insights into various skin
conditions, symptoms, and potential treatment
options. These chatbots can aid in educating patients
about common dermatological issues, offering self-
care tips, and providing guidance on when to seek
professional medical advice. Moreover, they can
help alleviate the burden on healthcare systems by
addressing straightforward queries and offering
general advice, allowing dermatologists to focus on
more complex cases. [19]

However, we also found that the accuracy of
chatbot-generated responses, particularly in terms of
diagnosing dermatological diseases, might fall short of
the desired 100% precision. Furthermore, patients may
use the chatbot of their choice and may get different
accuracy in different chatbot. Patients and healthcare
providers should be mindful of the limitations of these
chatbots and consider them as supplementary resources
rather than definitive diagnostic tools. The need for
continuous improvement and rigorous training of Al
models becomes evident, as enhancing their accuracy
can contribute to their greater utility in providing
accurate and reliable information to aid both patients
and medical professionals in the dermatological
healthcare domain. [20-22]

The implications of the findings have significant
relevance in the realm of dermatological healthcare.
While these programs offer a convenient and
accessible avenue for information, their inaccuracies
may pose potential risks when it comes to accurate
disease identification and treatment
recommendations. [23] The finding of the study
accentuates the necessity for continuous refinement
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