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Editorial

Evaluating Generative Al-Based Models in Healthcare

Mousa Al-Akhras &9

Since their release, generative Al models are increasingly used in many domains. Healthcare is one of the major
domains where the incorporation of generative Al models in general and with focus on ChatGPT as the primary
leading tool could be particularly transformative to the sector.

Recognizing the urgency and significance of this research area, the Jordan Medical Journal (JMJ) has launched
this special issue titled "Evaluating Generative Al-Based Models in Healthcare™. This special issue aims to address
existing challenges and highlights novel perspectives in this rapidly evolving field to advance the collective
understanding of generative Al’s role in healthcare. This special issue highlights key prioritized areas in the
assessment of ChatGPT utilization in healthcare.

The leading article entitled “Envisioning the Future of ChatGPT in Healthcare: Insights and Recommendations
from a Systematic Identification of Influential Research and a Call for Papers” by Sallam et al. [1] paved the way for
the call for papers of the remaining articles. The authors conducted a systematic search on Scopus, Web of Science,
and Google Scholar to identify the top ChatGPT-related published records in healthcare with top articles denoted to
be influential based on the citation count. This study [1] was based on a previous bibliometric analysis that identified
the top ten ChatGPT-related healthcare published records over the period of a year (November 2022—November
2023) [2].

In the current study [1] the authors identified a total of 22 different articles discussing the use of ChatGPT in the
healthcare sector. The authors defined future research areas regarding the utilization of ChatGPT in healthcare
education, practice, and research based on the insights and recommendations from the top influential published
records. Several important themes were identified by authors based on their search, including improving healthcare
education, improving the efficiency of clinical processes, addressing ethical concerns, supporting research tasks,
mitigating model’s bias due to the possible bias in the training data, improving patient education and engagement,
and developing standardized assessment protocols for ChatGPT utility in healthcare.

In the second article [3] entitled “Ensuring Security and Privacy in Healthcare Systems: A Review Exploring
Challenges, Solutions, Future Trends” by Bala et al. the authors discussed the importance of ensuring security and
offering privacy in healthcare systems in the context of Al integration in such systems. The authors discussed the
belief that healthcare systems should emphasize providing medical attention to patients and pay less attention to the
security aspects of the system. This was due to the historical misconception that healthcare systems would not be
targeted by attackers.

The authors identified several factors contributing to the increasing vulnerabilities of the healthcare systems: (1)
the increased use of interconnected technologies with their inherited vulnerabilities, (2) continuous monitoring of
patients' well-being beyond the clinical setting leading to increased use of extra medical devices heightening the
vulnerability of data breaches, (3) The increased use of mobile consumer electronics, such as cell phones making
more challenging to safeguard health data from the risks associated with multipurpose gadgets, (4) Many healthcare
organizations continue to employ outdated systems in various sectors, such as Windows XP, which has not received
recent updates.

The authors discussed: (1) The detailed architecture of typical healthcare system components, (2) existing
cyberattacks in the healthcare sector proposing solutions to combat these attacks. (3) the research community's
challenges in ensuring security and privacy in healthcare systems. (4) The importance of Al in protecting medical
data, protecting privacy, and monitoring patients. (5) The Open challenges and future research directions for
addressing security and privacy issues in health systems.
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The authors also emphasized that the integration of generative Al in healthcare introduces a range of
cybersecurity challenges and ethical considerations. If not properly secured Al systems can be exploited in
cyberattacks [4] or be manipulated to generate false data or misleading medical predictions, which could have severe
negative consequences for patient care and privacy [5]. The proliferation of Al-driven technologies increases the
surface area for potential breaches, as every point in an Al system—from data input to model training and output—
can be a vulnerability [6]. Data bias and reliability were another source of concern raised by the authors. Al systems
are only as good as the data they are trained on. If training data is flawed or biased, this can lead to inaccurate medical
predictions and treatments, exacerbating health disparities [7].

In the third article [8] entitled “Evaluation of Artificial Intelligence-Based Chatbot Responses to Common
Dermatological Queries” the authors aimed to investigate the utility of conversational Al models in addressing
diagnostic challenges and treatment recommendations for common dermatological ailments.

A dataset of 22 cases vignettes of dermatological conditions was compiled, each case accompanied by three
specific queries. These cases were presented to four distinct conversational Al models - ChatGPT 3.5, Google
Gemini, Microsoft Copilot (GPT 4), and Perplexity.ai and responses were saved and evaluated by two expert
dermatologists (>5 years experience post-graduation) independently using a 5-point Likert scale ranging from highly
accurate (= 5) to inaccurate (= 1).

This study [8] pointed to the efforts of utilizing generative Al potential in dermatological healthcare education
[9, 10]. The results indicate that the 4 used generative Al systems may produce different accuracy results to the same
question due to their variations in underlying architecture, domain-specific fine-tuning, and intended application [11,
12, 13]. The authors pointed to several possible reasons, such as the specific algorithm, training data, and linguistic
nuances employed [14, 15]. The study [8] findings underscore the limitations of the used generative models in
accurate disease diagnosis. The authors recommended that the programs may be used as supplementary resources
rather than primary diagnostic tools.

In the fourth article [16] entitled “Enhancing Security and Privacy in Healthcare with Generative Artificial
Intelligence-Based Detection and Mitigation of Data Poisoning Attacks Software” the authors proposed stopping
poisoning attacks by mixing federated learning, homomorphic encryption, and auto encoder-based anomaly
identification without changing the original data.

In the fifth article [17] entitled “Evaluating ChatGPT's Role in Assessing Turkey's Medical Tourism Trends,” the
authors evaluated the performance of ChatGPT as an expert in the field of medical tourism and to assess the current
and future states of medical tourism in Turkey. The authors developed a questionnaire based on a study entitled
“Bridging the gap of bibliometric analysis: the evolution, current state, and future directions of tourism research
using ChatGPT” [18]. Questions were evaluated by 8 experts of different relevant backgrounds. Thirteen questions
were asked to ChatGPT 4-0 and questions were statistically analyzed. The reporting was conducted using the CLEAR
tool and the METRICS checklist, which are prepared for artificial intelligence studies [19, 20].

The authors [17] reported that the general answers to ChatGPT 4-0 were accurate, informative, and helpful in
providing a good overview of medical tourism in Turkey. However, the responses lacked details, did not provide
evidence-based information, and did not always address the nuances and cultural/social impacts of medical tourism.
ChatGPT 4-o0 views the future of Turkey’s medical tourism as shiny.

In the sixth article [21] entitled “Cross-Linguistic Evaluation of Generative Al Models for Diabetes and
Endocrine Queries” the authors aimed to evaluate the performance of two genAl models, ChatGPT and Microsoft
Copilot, in addressing endocrine and metabolic disorders queries in English and Arabic. Comparing responses
generated in English and Arabic aimed to identify potential disparities in accuracy, relevance, and completeness.

During the evaluation, the METRICS checklist [19, 20] was used to evaluate the study. ChatGPT-40
outperformed Microsoft Copilot in all CLEAR components, but notable language-based disparities were evident.
Addressing these limitations is crucial to ensure equitable access to endocrine care for non-English-speaking patients.

In the seventh (last) article [22] entitled “The Future of Pediatric Care: Al and ML as Catalysts for Change in
Genetic Syndrome Management” The authors thoroughly investigate the potential impact of Artificial Intelligence
(Al) and Machine Learning (ML) in pediatric healthcare and education, with a focus on genetic syndromes. Exploring
several disorders highlights the significance of Al and ML in improving diagnostic accuracy, tailoring treatment
approaches, and transforming educational methods. This review emphasizes the effect of incorporating Al and ML
into pediatric practices for genomic analysis and adaptive education. These technologies help enhance
comprehension of genetic disorders, allowing for personalized interventions customized to each child's specific
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requirements. The review suggests that combining Al and ML significantly enhances diagnostic accuracy, treatment
effectiveness, and educational results, thereby establishing higher benchmarks for pediatric care.

In conclusion, the JMJ special issue published 7 articles that cover several aspects of the use of generative Al in
healthcare education, practice, and research. The leading article, based on a systematic search process, paved the
way to highlight key prioritized areas of generative Al utilization in healthcare.

The second and fourth articles discussed several challenges related to securing healthcare systems and ensuring
the privacy of patient’s data. The third and sixth articles discussed the accuracy of prompting generative Al models
in Dermatological Queries, and Diabetes and Endocrine Queries, respectively.

Medical tourism was covered in the fifth article while the use of generative Al in paediatric care was the subject
of the seventh article.

JMJ releases this special issue to shed light on several important aspects of the use of generative Al models in
the healthcare sector. More research in future articles can definitely define additional research directions that could
achieve some goals that were unthinkable before.
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